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Abstract. In this work, we study the tensor ring decomposition and its associated numerical algorithms. We establish a sharp transition of algorithmic difficulty of the optimization problem as the bond dimension increases: On one hand, we show the existence of spurious local minima for the optimization landscape even when the tensor ring format is much overparameterized, i.e., with bond dimension much larger than that of the true target tensor. On the other hand, when the bond dimension is further increased, we establish one-loop convergence for the alternating least squares algorithm for the tensor ring decomposition. The theoretical results are complemented by numerical experiments for both local minima and the one-loop convergence for the alternating least squares algorithm.
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1. Introduction. Tensors are ubiquitous especially for representing high-dimensional functions or operators. However, due to the curse of dimensionality, both the storage cost and the computational cost of vanilla tensors scale exponentially as the dimension increases.

To overcome the curse of dimensionality, tensor network decomposition has been widely used, in particular in the physics community, to represent specific families of high-dimensional tensors, with many fewer degrees of freedom than an arbitrary tensor. Perhaps the most famous tensor network is the matrix product state [1, 24]. The matrix product state forms the basis of the density matrix renormalization group algorithm [30, 31], which has been widely used in physics and chemistry literature and extremely successful for one-dimensional many-body physical systems (see, e.g., reviews [6, 11, 23, 32]). In fact, it has been shown rigorously that the ground state for a gapped one-dimensional many-body physical system can be efficiently represented by a matrix product state [2, 5, 12]. To go beyond and deal with more general physical systems, the matrix product state has also been extended to other tensor network decomposition formats, including PEPS [25] and MERA [27], just to name a few. See [18] for a recent review on tensor networks.

In the mathematics literature, the matrix product state is known as the tensor train (TT) format [19, 20], which is a special case of the hierarchical Tucker format [9,
The study of tensor networks, including their algebraic and geometric structures and associated algorithms, has received increasing attention from the mathematics community as well (see, e.g., [7, 16, 21, 22, 33]). On the algorithmic side, most of the existing works focus on the TT format [4, 13, 19]. The convergence analysis for the construction and the compression algorithms of TT is established in [7, 22].

The tensor ring (TR) format extends the TT format to accommodate periodic boundary conditions and hence is suggested as the ansatz for periodic one-dimensional physical systems [26]. Unfortunately, the construction and the compression of TR turn out to be much more difficult than that of TT. Most algorithms working efficiently for TTs cannot be easily extended to TRs. The alternating least squares (ALS) algorithm is one exception, but it still relies on carefully designed sampling techniques and initial guesses [14] to be efficient. In addition to the difficulty in designing efficient algorithms, the inability to compute the exact minimal bond dimension TR decomposition was numerically demonstrated recently [3]. Although some success of TR is achieved in compressing tensors in practice [14, 28, 34, 35], TR decomposition and TR operations remain a challenging problem. The mathematical understanding of TR format and associated algorithms is still rather sparse. Motivated by such a gap, in this work, we analyze the TR decomposition. While TR is arguably the simplest tensor network beyond the TT format, our study may also shed some light on more complicated tensor network formats.

Let us also mention that there are other tensor decomposition formats besides tensor networks in the literature, such as tensor rank decomposition (often known as the CANDECOMP/PARAFAC (CP) decomposition) and Tucker decomposition. Many works have been devoted in designing efficient algorithms for finding near-optimal CP and Tucker decomposition (see the review article [15] and references therein).

1.1. Contribution. In this work, we analyze the optimization landscape of the TR decomposition and prove the existence of spurious local minima even if the TR format is overparameterized. More precisely, we propose a particular $d$th order tensor as the target tensor, which is of TR format with bond dimension $r + 1$, and a spurious local minimum is identified in the space of TR with bond dimension $r^{d-1}$. Note that the bond dimension scales exponentially with $d$. Such a spurious local minimum casts trouble for an optimization problem associated with TR decomposition. Although the spurious local minimum identified might not be strict, we numerically validate that ALS in some sense cannot escape from a small neighborhood of the spurious local minimum.

Our second result establishes the one-loop convergence of the ALS algorithm for TR decomposition if we even further lift the bond dimension of the proposed TR space. More precisely, for any target $d$th order tensor of TR format with bond dimension $r$ satisfying some full-rank conditions and starting from a random initial TR, ALS almost surely converges to the target tensor after one loop iteration, when the bond dimension of the proposed TR space is $r^{d-1}$.

Combining two results together, we establish a sharp transition between the triviality of ALS, i.e., the one-loop convergence, and the existence of spurious local minima. Up to some subtle differences, the results shown here for TR are similar to that for TT in [22]. Investigation of any of these subtle differences leads to the intrinsic difference between TT and TR, i.e., TT of fixed bond dimension is a closed set whereas TR of fixed bond dimension is not a closed set [16].

1.2. Organization. The rest of this paper is organized as follows. In section 2, we introduce some basics for the TR format. In section 3, we introduce TR decompo-
2. Preliminaries. In this section, we first introduce some tensor notation that will be used throughout the paper and then provide the precise definition of the TR format.

2.1. Tensor notation. While tensor is a powerful tool in many areas, the corresponding notation is somewhat complicated. In this section, we introduce some common notation in representing a tensor. A $d$th order tensor $\mathbf{X}$ is a $d$-dimensional array, i.e., $\mathbf{X} \in \mathbb{R}^{n_1 \times \cdots \times n_d}$, where $\vec{n} = (n_1, \ldots, n_d) \in \mathbb{N}^d_+$ is the size of the tensor. $\vec{n}$ is also called the external dimension of $\mathbf{X}$. Entries of $\mathbf{X}$ are denoted as $\mathbf{X}(x_1, \ldots, x_d)$, where $1 \leq x_i \leq n_i$ denotes the $i$th index of the tensor for $i = 1, 2, \ldots, d$. MATLAB colon (:) notation is powerful in representing contiguous entries of a tensor. For example, let $\mathbf{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ be a third order tensor: $\mathbf{X}(\cdot, x_2, x_3)$ denotes a vector in $\mathbb{R}^{n_1}$ and $\mathbf{X}(\cdot, x_2, :)$ denotes an $n_1 \times n_3$ matrix.

For two tensors of the same size $\mathbf{X}, \mathbf{Y} \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_d}$, the inner product between $\mathbf{X}$ and $\mathbf{Y}$ is defined via

\begin{equation}
\langle \mathbf{X}, \mathbf{Y} \rangle = \sum_{x_1=1}^{n_1} \sum_{x_2=1}^{n_2} \cdots \sum_{x_d=1}^{n_d} \mathbf{X}(x_1, \ldots, x_d) \mathbf{Y}(x_1, \ldots, x_d).
\end{equation}

The Frobenius norm is used as a distance measure of $\mathbf{X}$, which is given as

\begin{equation}
\| \mathbf{X} \|_F = \langle \mathbf{X}, \mathbf{X} \rangle^{1/2} = \left( \sum_{x_1=1}^{n_1} \sum_{x_2=1}^{n_2} \cdots \sum_{x_d=1}^{n_d} \mathbf{X}(x_1, \ldots, x_d)^2 \right)^{1/2}.
\end{equation}

Suppose that $\mathbf{X} \in \mathbb{R}^{n_1 \times \cdots \times n_d_1}$ and $\mathbf{Y} \in \mathbb{R}^{n_1 \times \cdots \times n_d_2}$ are two tensors. The tensor product of $\mathbf{X}$ and $\mathbf{Y}$ is $\mathbf{X} \otimes \mathbf{Y} \in \mathbb{R}^{n_1 \times \cdots \times n_d_1 \times n_1 \times \cdots \times n_d_2}$, with entries given by

\begin{equation}
(\mathbf{X} \otimes \mathbf{Y})(x_1, \ldots, x_{d_1}, y_1, \ldots, y_{d_2}) = \mathbf{X}(x_1, \ldots, x_{d_1}) \mathbf{Y}(y_1, \ldots, y_{d_2}),
\end{equation}

where $x_i = 1, 2, \ldots, n_i$, $i = 1, 2, \ldots, d_1$, and $y_j = 1, 2, \ldots, m_j$, $j = 1, 2, \ldots, d_2$.

2.2. Tensor ring. A $d$th order tensor ring is a periodic consecutive product of $d$ third order tensors, which can be viewed as a periodic version of a $d$th order tensor train. Before rigorously defining tensor ring, we first recall a periodic index $i$ of periodicity $d$ as $i = \text{mod}(i-1, d) + 1$. Hence we have $i \in \{1, 2, \ldots, d\}$ for any integer $i$. A sequence $\vec{t} = (t_1, \ldots, t_d)$ is periodically indexed if $t_i$ for $i < 1$ or $i > d$ is allowed and $t_i = t_{\text{mod}(i-1, d)}$, e.g., $t_0 \equiv t_1$, $t_{d+1} \equiv t_1$, etc. These periodic indices and periodically indexed sequences significantly reduce the redundancy of the notation in tensor ring. Define

\begin{equation}
\mathcal{U}_{\vec{r}, \vec{n}}^d = \bigotimes_{i=1}^d \mathbb{R}^{r_i \times n_i \times r_{i+1}},
\end{equation}

where $\vec{n} = (n_1, \ldots, n_d)$ and $\vec{r} = (r_1, \ldots, r_d)$ denote the external and internal dimension, respectively. An element in $\mathcal{U}_{\vec{r}, \vec{n}}^d$ is denoted as $\vec{u} = (\vec{u}^{[1]}, \vec{u}^{[2]}, \ldots, \vec{u}^{[d]}) \in \mathcal{U}_{\vec{r}, \vec{n}}^d$, where $\vec{u}^{[i]} \in \mathbb{R}^{r_i \times n_i \times r_{i+1}}$ for $i = 1, 2, \ldots, d$. In order to shorten notation, we use two
notations for two unfolding tensors of $\mathbf{u}^{[i]}$, i.e., $\mathbf{u}^{[i]}_{k_1,k_2} = \mathbf{u}^{[i]}(k_1,:,k_2)$ is a vector in $\mathbb{R}^{n_i}$, and $\mathbf{u}^{[i]}(x_i) = \mathbf{u}^{[i]}(:,x_i,:)$ is a $r_i \times r_{i+1}$ matrix.

Let $\tau$ denote the mapping from $\mathcal{U}^{d}_{\vec{r},\vec{n}}$ to a $d$th order tensor of external dimension $\vec{n}$ as

$$
\tau(\vec{u}) = \sum_{k_1,...,k_d} \mathbf{u}^{[1]}_{k_1,k_2} \otimes \mathbf{u}^{[2]}_{k_2,k_3} \otimes \cdots \otimes \mathbf{u}^{[d]}_{k_d,k_1}, \quad \vec{u} \in \mathcal{U}^{d}_{\vec{r},\vec{n}}.
$$

Throughout this paper, we abuse the mapping notation $\tau$ for any external and internal dimension $\vec{n}$ and $\vec{r}$ and order $d$. Elements of $\tau(\vec{u})$ can be evaluated as

$$
\tau(\vec{u})(x_1,...,x_d) = \text{tr} \left( \mathbf{u}^{[1]}(x_1) \mathbf{u}^{[2]}(x_2) \cdots \mathbf{u}^{[d]}(x_d) \right)
$$

for $x_i = 1, 2, \ldots, n_i$, $i = 1, 2, \ldots, d$.

A $d$th order tensor $\mathbf{T}$ of external dimension $\vec{n}$ has a TR format of internal dimension $\vec{r}$ if there exists a $\vec{u} \in \mathcal{U}^{d}_{\vec{r},\vec{n}}$ such that $\mathbf{T} = \tau(\vec{u})$. We denote the collection of such tensors as

$$
\mathcal{R}^{d}_{\vec{r},\vec{n}} = \{ \mathbf{T} \mid \mathbf{T} = \tau(\vec{u}), \quad \vec{u} \in \mathcal{U}^{d}_{\vec{r},\vec{n}} \},
$$

which includes all TRs with rank bounded by $r$. We call $\max_{1 \leq i \leq d} r_i$ the bond dimension of the TR format. TR format is a special case of tensor networks, where the underlying network is a one-dimensional ring. More detailed discussions on tensor networks can be found in, e.g., [18].

Each element in $\mathcal{U}^{d}_{\vec{r},\vec{n}}$ corresponds to one tensor in $\mathcal{R}^{d}_{\vec{r},\vec{n}}$. However, the reverse is not true. Actually each element in $\mathcal{R}^{d}_{\vec{r},\vec{n}}$ corresponds to infinitely many elements in $\mathcal{U}^{d}_{\vec{r},\vec{n}}$. Let $\vec{u}$ be an element in $\mathcal{U}^{d}_{\vec{r},\vec{n}}$ corresponding to $\mathbf{T} \in \mathcal{R}^{d}_{\vec{r},\vec{n}}$. Given any tuple of $d$ invertible matrices, $\vec{A} = (A_1,...,A_d)$, where $A_i \in \text{GL}(r_i, \mathbb{R})$ is an $r_i \times r_i$ invertible matrix for $i = 1, 2, \ldots, d$, we define $\theta_{\vec{A}}(\vec{u}) = \vec{v} = (\mathbf{v}^{[1]}, \mathbf{v}^{[2]}, \ldots, \mathbf{v}^{[d]})$ via

$$
\mathbf{v}^{[i]}(x_i) = A_i \mathbf{u}^{[i]}(x_i) A_i^{-1}, \quad x_i = 1, 2, \ldots, n_i, \quad \text{and} \ i = 1, 2, \ldots, d,
$$

where periodic indexing is applied, i.e., $A_{d+1} = A_1$. It can be easily seen that $\tau(\theta_{\vec{A}}(\vec{u})) = \tau(\vec{u})$, i.e., $\theta_{\vec{A}}(\vec{u})$ and $\vec{u}$ correspond to the same $d$th order tensor. This is called gauge freedom or gauge invariance. The orbit

$$
\mathcal{M}_{\vec{u}} = \left\{ \theta_{\vec{A}}(\vec{u}) \mid \vec{A} \in \bigotimes_{i=1}^{d} \text{GL}(r_i, \mathbb{R}) \right\}
$$

is called the manifold due to the gauge freedom.

3. Tensor ring decomposition and spurious local minima. A tensor ring provides an efficient representation of high order tensors, especially for those tensors with underlying physical geometry being a one-dimensional ring, and thus the periodicity becomes natural. However, finding such a TR representation of a given high order tensor is highly nontrivial in practice. In this section, we first cast the TR decomposition as a constrained optimization problem, which is widely used in the literature [14, 35]. Then an explicit spurious local minimum is constructed for the relaxed version of the constrained optimization. Such a spurious local minimum to some degree explains why TR decomposition is much more difficult than TT decomposition.
and matrix factorization in practice. Recall that TT decomposition has one-loop convergence for exactly parameterized constraint set [19, 22] (the one-loop convergence for tensor ring will be discussed in section 4.2); and it is well known that matrix factorization including matrix eigenvalue decomposition [17] and low-rank factorization [8] does not have spurious local minima even in the underparameterized regime.

Let $\mathbf{T} \in \mathbb{R}^{n_1 \times \cdots \times n_d}$ be the target $d$th order tensor. TR decomposition aims to find a $\mathbf{u} \in \mathcal{U}_{r,d}$ such that the distance between $\mathbf{T}$ and $\tau(\mathbf{u})$ is minimized. If the tensor Frobenius norm is used as the distance, we can formulate the TR decomposition as the following constrained optimization problem:

$$
\min_{\mathbf{u} \in \mathcal{U}_{r,d}} \frac{1}{2} \| \mathbf{T} - \tau(\mathbf{u}) \|_F^2.
$$

Similar to TT decomposition and matrix factorization, the optimization (3.1) is a constrained nonconvex optimization problem.

Next, we would show that the TR decomposition optimization problem (3.1) has spurious local minima even in a relaxed constraint set. In the following, we will first construct an explicit spurious local minimum for a specific $d$th order tensor and then we remark that the specific tensor can be generalized to a set of tensors and the spurious local minimum exists for any tensor in the set.

To simplify the notation, we assume $\vec{r} = r$ and $\vec{n} = n = r^2 + 1$. Here and in the rest of the paper, we abuse notation $\vec{r} = r$ and $\vec{n} = n$, meaning that $\vec{r} = (r, \ldots, r)$ and $\vec{n} = (n, \ldots, n)$, respectively. The choice of $n = r^2 + 1$ comes from our specific construction of the target tensor: If we consider a TR format with the bond dimension being $r$, $r^2$ is a large enough external dimension since the dimension of the space spanned by $\mathbf{u}_{k_1,k_2}$, $k_1,k_2 = 1,2,\ldots,r$, is smaller than or equal to $r^2$ for any $i=1,2,\ldots,d$. Then for constructing the target tensor, we add an additional orthogonal term, which enlarges the bond dimension from $r$ to $r+1$ and the external dimension from $r^2$ to $n = r^2 + 1$. A discussion on $n \geq r^2 + 1$ cases is deferred to the end of this section.

Further, we denote the lexicographical order of a multuple, i.e.,

$$
\pi(k_1, \ldots, k_d) := 1 + \sum_{i=1}^{d} (k_i - 1)r^{d-i}
$$

for $1 \leq k_1, \ldots, k_d \leq r$. For example, for a 2-tuple, the lexicographical order function is $\pi(k_1,k_2) = (k_1 - 1)r + k_2$ for $1 \leq k_1, k_2 \leq r$.

The specific $d$th order tensor of bond dimension $r+1$ is constructed as

$$
\mathbf{T}_0 = \sum_{k_1, \ldots, k_d = 1}^{r} \left( \bigotimes_{i=1}^{d} \epsilon_{\pi(k_{i+1},k_i)} \right) + \bigotimes_{i=1}^{d} \epsilon_{n},
$$

where $\epsilon_j$ is an indicator vector of length $n$ with one at $j$th entry and zero at every other entry. By the definition of the TR format, we can see that $\mathbf{T}_0 \in \mathcal{R}_{d+1,n}$.

Let us consider a relaxed optimization problem (3.1) for $\mathbf{T}_0$

$$
\min_{\mathbf{u} \in \mathcal{U}_{r,d+1,n}} \frac{1}{2} \| \mathbf{T}_0 - \tau(\mathbf{u}) \|_F^2,
$$

where the constraint set $\mathcal{U}_{r,d+1,n}$ is relaxed to $\mathcal{U}_{r,d-1,n}$, i.e., the bond dimension is increased from $r+1$ to $r^d-1$, which is much larger. For simplicity of notation, we
denote the objective function as $f_0(\mathbf{u}) = \frac{1}{2} \| \mathbf{T}_0 - \tau(\mathbf{u}) \|^2_F$. Obviously, the objective function at a global minimum is 0.

We now take a specific point $\mathbf{u}_0 \in U^d_{\tau^{d-1}, n}$ as

$$
\mathbf{u}_0 = (\mathbf{u}^{[1]}, \mathbf{u}^{[2]}, \cdots, \mathbf{u}^{[d]})
$$

then we come to (3.6), which is essential in the proof of Theorem 3.3. Then we have

$$
(3.6) \quad \sum_{k_2, k_3, \ldots, k_{d-1} = 1}^m \mathbf{u}^{[1]}_{\pi(p_1, \ldots, p_d-1), k_2} \otimes \mathbf{u}^{[2]}_{k_2, k_3} \otimes \cdots \otimes \mathbf{u}^{[d-1]}_{k_{d-1}, \pi(q_1, \ldots, q_{d-1})}
$$

where $1 \leq p_1, \ldots, p_{d-1}, q_1, \ldots, q_{d-1} \leq r$ and $1 \leq i \leq d - 1$. $\mathbf{T}_0$ and $\mathbf{u}_0$ for $d = 3$ and $r = 2$ are illustrated explicitly in Appendix A.

We first prove a property which is essential in the discussions below.

**Proposition 3.1.** For $\mathbf{u}_0$ defined in (3.5), it holds that

$$
\sum_{k_2, k_3, \ldots, k_{d-1} = 1}^m \mathbf{u}^{[1]}_{\pi(p_1, \ldots, p_d-1), k_2} \otimes \mathbf{u}^{[2]}_{k_2, k_3} \otimes \cdots \otimes \mathbf{u}^{[d-1]}_{k_{d-1}, \pi(q_1, \ldots, q_{d-1})}
$$

for any $1 \leq p_1, \ldots, p_{d-1}, q_1, \ldots, q_{d-1} \leq r$.

**Proof.** We can prove this proposition by the following direct computation:

$$
\sum_{k_2, k_3, \ldots, k_{d-1} = 1}^m \mathbf{u}^{[1]}_{\pi(p_1, \ldots, p_d-1), k_2} \otimes \mathbf{u}^{[2]}_{k_2, k_3} \otimes \cdots \otimes \mathbf{u}^{[d-1]}_{k_{d-1}, \pi(q_1, \ldots, q_{d-1})}
$$

$$
= \sum_{k_2, k_3, \ldots, k_{d-1} = 1}^m \sum_{p_1' = 1}^r e^{\pi(p_1, p_1')} \otimes \mathbf{u}^{[2]}_{\pi(p_1', p_2, \ldots, p_d), k_2} \otimes \cdots \otimes \mathbf{u}^{[d-1]}_{k_{d-1}, \pi(q_1, \ldots, q_{d-1})}
$$

$$
= \cdots
$$

$$
= \sum_{p_1', \ldots, p_{d-2}' = 1}^r e^{\pi(p_1, p_1')} \otimes \cdots \otimes e^{\pi(p_{d-2}, p_{d-2}')} \mathbf{u}^{[d-1]}_{\pi(p_1', \ldots, p_{d-2}', p_d-1), \pi(q_1, \ldots, q_{d-2}, q_{d-1})}
$$

$$
= \sum_{p_1', \ldots, p_{d-2}' = 1}^r e^{\pi(p_1, q_1')} \otimes \cdots \otimes e^{\pi(p_{d-2}, q_{d-2}')}
$$

Theorem 3.3 below states that $\mathbf{u}_0$ as in (3.5) is a local minimum for (3.4) with nonzero objective function, i.e., the problem (3.4) has a spurious local minimum. Both $\mathbf{T}_0$ in (3.3) and $\mathbf{u}_0$ in (3.5) are abstract. The idea of $\mathbf{u}_0$ is that we want to construct a TR format whose bond dimension is as large as possible and that has properties similar to (3.6), which is essential in the proof of Theorem 3.3. Then we come to $\mathbf{u}_0$ and its corresponding bond dimension $r^{d-1}$. $\mathbf{T}_0$ is then constructed by adding an orthogonal term to $\tau(\mathbf{u}_0)$.

We first provide the definition of local minimum used in this paper.

**Definition 3.2.** $\mathbf{u}$ is a local minimum of a real-valued function $f(\cdot)$ if there exists $\eta > 0$ such that for any $\| \nabla \| < \eta$, $f(\mathbf{u} + \nabla) \geq f(\mathbf{u})$. 
Due to the nonstrict inequality in Definition 3.2, the local minimum throughout this paper is also nonstrict. \( \| \cdot \| \) can be any norm of a tensor ring since norms are equivalent in a finite-dimensional vector space. In the rest of this paper, the maximum norm of tensor ring \( \| \cdot \|_{\text{max}} \) is used for simplicity, i.e., \( \| v \|_{\text{max}} \) denotes the maximum of the absolute values of entries in \( v \), i.e.,

\[
\| v \|_{\text{max}} := \max_{i,k,x,k'} \left| v[i](k, x, k') \right|.
\]

A tensor ring \( \tilde{u} \) is a spurious local minimum of \( f(\cdot) \) if \( \tilde{u} \) is a local minimum and \( f(\tilde{u}) > \min_{v} f(v) \).

**Theorem 3.3.** For \( d \geq 3 \), \( \tilde{u}_0 \in U_{d-1,n}^d \) as in (3.5) is a local minimum of problem (3.4) and \( f_0(\tilde{u}_0) > 0 \). Hence \( \tilde{u}_0 \) is a spurious local minimum of (3.4).

The proof of Theorem 3.3 consists of two parts. First we demonstrate that \( \tau(\tilde{u}_0) \) is the first summation part of \( T_0 \) as in (3.3). Hence \( f_0(\tilde{u}_0) = \frac{1}{2} > 0 \). Next, we prove that there exists a small constant \( \eta \) such that for any \( \| \tilde{v} \|_{\text{max}} < \eta \), we have \( f_0(\tilde{u}_0 + \tilde{v}) \geq f_0(\tilde{u}_0) \). Therefore, \( \tilde{u}_0 \) is a local minimum in the topology deduced by the norm \( \| \tilde{v} \|_{\text{max}} \). Since \( T_0 \) can be exactly represented by a tensor ring in \( U_{d-1,n}^d \), \( \tilde{u}_0 \) is a spurious local minimum.

**Proof of Theorem 3.3.** For simplicity, we drop all subscripts 0 of \( T_0, \tilde{u}_0, \) and \( f_0 \). Further, we denote the bond dimension of \( U_{d-1,n}^d \) as \( m = r^{d-1} \). Combining (3.6) together with the contraction of \( u[d] \), we have

\[
\tau(\tilde{u}) = \sum_{k_1, \ldots, k_d = 1}^m u[k_1, k_2]_1 \otimes u[k_2, k_3]_2 \otimes \cdots \otimes u[k_d, k_1]_d
\]

\[
= \sum_{p_1, \ldots, p_{d-1}, q_1, \ldots, q_{d-1} = 1}^{r} e_{\pi(p_1, q_1)} \otimes \cdots \otimes e_{\pi(p_{d-1}, q_{d-1})} \otimes u[p_1, \ldots, p_{d-1}]_{\pi(q_1, \ldots, q_{d-1}), \pi(p_1, \ldots, p_{d-1})}
\]

\[
= \sum_{q_1, \ldots, q_{d-1} = 1}^{r} e_{\pi(q_2, q_1)} \otimes e_{\pi(q_3, q_2)} \otimes \cdots \otimes e_{\pi(q_{d-1}, q_{d-2})} \otimes e_{\pi(p_{d-1}, q_{d-1})} \otimes e_{\pi(q_1, p_{d-1})}
\]

\[
= T - \bigotimes_{i=1}^d e_n.
\]

Therefore, the objective function of \( \tilde{u} \) is strictly positive,

\[
f(\tilde{u}) = \frac{1}{2} \left\| \bigotimes_{i=1}^d e_n \right\|_F^2 = \frac{1}{2} > 0.
\]

One more point about \( \tau(\tilde{u}) \), which will become important later, is that \( \tau(\tilde{u}) \) has empty outer most layer, i.e.,

\[
\tau(\tilde{u})(x_1, \ldots, x_d) = 0 \quad \text{if} \quad x_1 = n, \text{or} \quad x_2 = n, \text{or} \quad \ldots, \text{or} \quad x_d = n.
\]

Hence \( \tau(\tilde{u}) \) is orthogonal to \( \bigotimes_{i=1}^d e_n = T - \tau(\tilde{u}) \).
Next, we investigate the property of the neighborhood of $\bar{u}$. For any point $\bar{v} \in U_{m,n}^d$, we have

$$f(\bar{u} + \bar{v}) - f(\bar{u}) = \frac{1}{2} \| T - \tau(\bar{u} + \bar{v}) \|_F^2 - \frac{1}{2} \| T - \tau(\bar{u}) \|_F^2$$

$$= \frac{1}{2} \| \tau(\bar{u} + \bar{v}) - \tau(\bar{u}) \|_F^2 - \langle T - \tau(\bar{u}), \tau(\bar{u} + \bar{v}) - \tau(\bar{u}) \rangle$$

$$= \frac{1}{2} \| \tau(\bar{u} + \bar{v}) - \tau(\bar{u}) \|_F^2 - \sum_{k_1,\ldots,k_d = 1}^d \prod_{i=1}^d \langle v^{[i]}(k_i, n, k_{i+1}) \rangle$$

$$= \frac{1}{2} \| \tau(\bar{u} + \bar{v}) - \tau(\bar{u}) \|_F^2 + O\left( \| \bar{v} \|_{\text{max},n} \right),$$

where the second equality is due to the definition of tensor Frobenius norm as (2.2), the third equality adopts the result in (3.7) and orthogonality between $\tau(\bar{u})$ and $T - \tau(\bar{u})$, the fourth equality comes from the direct evaluation of the inner product, and $\| \bar{v} \|_{\text{max},n}$ is defined as

$$\| \bar{v} \|_{\text{max},n} = \max_{j,k,k'} \left\{ \left| v^{[j]}(k, n, k') \right| \right\} \leq \| \bar{v} \|_{\text{max}}.$$

In order to show that $\bar{u}$ is a local minimum of $f$, we need to show that the second order term of $\frac{1}{2} \| \tau(\bar{u} + \bar{v}) - \tau(\bar{u}) \|_F^2$ has a positive coefficient. Denote $V$ as the difference between $d$th order tensor $\tau(\bar{u} + \bar{v})$ and $\tau(\bar{u})$. For any fixed $p_i, q_i$, $i = 1, 2, \ldots, d - 1$, the inner product of $V$ with $(\bigotimes_{i=1}^{d-1} e_{\pi(p_i, q_i)}) \otimes e_n$ yields

$$\langle V, \left( \bigotimes_{i=1}^{d-1} e_{\pi(p_i, q_i)} \right) \otimes e_n \rangle$$

$$= \langle \tau(\bar{u} + \bar{v}) - \tau(\bar{u}), \left( \bigotimes_{i=1}^{d-1} e_{\pi(p_i, q_i)} \right) \otimes e_n \rangle$$

$$= \sum_{k_1,\ldots,k_d = 1}^m \left( \bigotimes_{i=1}^d \left( u^{[i]}_{k_i, k_{i+1}} + v^{[i]}_{k_i, k_{i+1}} \right), \left( \bigotimes_{i=1}^{d-1} e_{\pi(p_i, q_i)} \right) \otimes e_n \right)$$

$$= \sum_{k_1,\ldots,k_d = 1}^m \left( \bigotimes_{i=1}^d \left( u^{[i]}_{k_i, p_i, q_i, k_{i+1}} + v^{[i]}_{k_i, \pi(p_i, q_i), k_{i+1}} \right) \right)$$

$$= \sum_{k_1,\ldots,k_d = 1}^m \left( \bigotimes_{i=1}^d \left( u^{[i]}_{k_i, p_i, q_i, k_{i+1}} \right) \right) + O\left( \| \bar{v} \|_{\text{max},n} \cdot \| \bar{v} \|_{\text{max}} \right)$$

$$= S + O\left( \| \bar{v} \|_{\text{max},n} \cdot \| \bar{v} \|_{\text{max}} \right),$$

where the third equality is due to (3.9) and the last equality defines $S$. The definition (3.5) implies that for any $i = 1, 2, \ldots, d - 1$, $u^{[i]}_{k_i, \pi(p_i, q_i), k_{i+1}} \neq 0$ if and only if all coordinates of $k_i$ and $k_{i+1}$ are the same, except the $i$th one which is $p_i$ and $q_i$ for
and all other steps can be generalized to other index $j$. Notice that with periodic indexing, we have

$$V = \mathbb{1}(\pi(q_1, \ldots, q_{d-1}), n, \pi(p_1, \ldots, p_{d-1})) = O(\|\bar{v}\|_{\max,n}).$$

Substituting (3.12) into (3.11), we obtain a lower bound on the square of an element of $V$:

$$V(\pi(p_1, q_1), \ldots, \pi(p_{d-1}, q_{d-1}), n)^2$$

if and only if $k_i = \pi(q_1, \ldots, q_{i-1}, p_i, \ldots, p_{d-1})$ for all $i = 1, \ldots, d$. Hence the $S$ part can be rewritten as

$$S = v[d](\pi(q_1, \ldots, q_{d-1}), n, \pi(p_1, \ldots, p_{d-1})) = O(\|\bar{v}\|_{\max,n}).$$

Hence, we have

$$\sum_{x_1, \ldots, x_{d-1}=1}^{n-1} V(x_1, \ldots, x_{d-1}, n)^2$$

$$= \sum_{p_1, \ldots, p_{d-1}, q_1, \ldots, q_{d-1}=1}^{r} V(\pi(p_1, q_1), \ldots, \pi(p_{d-1}, q_{d-1}), n)^2$$

$$= \sum_{p_1, \ldots, p_{d-1}, q_1, \ldots, q_{d-1}=1}^{r} \left| v[d](\pi(q_1, \ldots, q_{d-1}), n, \pi(p_1, \ldots, p_{d-1})) \right|^2$$

$$+ O(\|\bar{v}\|_{\max,n}^2 \cdot \|\bar{v}\|_{\max})$$

$$= \sum_{k_1, k_2=1}^{m} \left| v[d](k_d, n, k_1) \right|^2 + O(\|\bar{v}\|_{\max,n}^2 \cdot \|\bar{v}\|_{\max}).$$

In the derivation from (3.11) to (3.14), the only step that relies on index $d$ is (3.12) and all other steps can be generalized to other index $j$ with the notion of periodic index. Notice that with periodic indexing, we have

$$\prod_{i=j+1}^{j-1} u[i](k_i, \pi(p_i, q_i), k_{i+1})$$

$$= \prod_{i=j+1}^{j-1} u[i](\pi(s_1^{i}, \ldots, s_{d-1}^{i}), \pi(p_i, q_i), \pi(s_1^{i+1}, \ldots, s_{d-1}^{i+1}))$$

$$\delta_{s_1^{i}, s_1^{i+1}} \cdot \delta_{s_2^{i}, s_2^{i+1}} \delta_{s_3^{i}, s_3^{i+1}} \delta_{s_4^{i}, p_d} \delta_{s_5^{i}, q_d}$$

$$\times \prod_{i=j+1}^{j-1} \delta_{s_1^{i}, s_1^{i+1}} \cdot \delta_{s_2^{i}, s_2^{i+1}} \delta_{s_3^{i}, s_3^{i+1}} \delta_{s_4^{i}, p_i} \delta_{s_5^{i}, q_i}.$$
where $\delta_{\cdot}\cdot$ is the Kronecker delta, $k_j = \pi(s_{j1}^{i1}, \ldots, s_{jd}^{i1})$, and any $s$ is an integer in the interval $[1, r]$ for $j \in \{1, \ldots, d-1\}$. Through a careful derivation, (3.15) is nonzero if and only if $k_j = \pi(q_{j1}, \ldots, q_{j1-1}, q_{j1+1}, \ldots, q_d)$, $k_{j+1} = \pi(p_{d1}, p_{d1}, \ldots, p_{d1-1}, p_{d1+1}, \ldots, p_{d1-1})$, and other $k_i$ is given in Figure 1.

Similar to (3.13), we can obtain a lower bound on the square of an element of $V$

$$V(p_{11}, \ldots, p_{d1}, n, p_{d1}, n, \pi(p_{d1}, p_{d1}, \ldots, p_{d1-1}, p_{d1+1}, \ldots, p_{d1-1}))^2$$

(3.16)

$$= \left| V^{ij}(\pi(q_{j1}, \ldots, q_{j1-1}, q_{j1+1}, \ldots, q_d), n, \pi(p_{d1}, p_{d1}, \ldots, p_{d1-1}, p_{d1+1}, \ldots, p_{d1-1})) \right|^2 + O \left( \|\vec{v}\|_{\max, n}^2 \cdot \|\vec{v}\|_{\max} \right).$$

Hence, similarly, we have

$$\sum_{x_1, \ldots, x_{d-1}, x_{d1}, \ldots, x_d=1}^{n-1} V(x_1, \ldots, x_{d-1}, n, x_{d1}, \ldots, x_d)^2$$

(3.17)

$$= \sum_{k_j, k_{j+1}=1}^{m} \left| V^{ij}(k_j, n, k_{j+1}) \right|^2 + O \left( \|\vec{v}\|_{\max, n}^2 \cdot \|\vec{v}\|_{\max} \right)$$

for any $j = 1, \ldots, d$.

It follows from (3.17) that

$$\|V\|_F^2 \geq \sum_{j=1}^{d} \sum_{x_1, \ldots, x_{d-1}, x_{d1}, \ldots, x_d=1}^{n-1} V(x_1, \ldots, x_{d-1}, n, x_{d1}, \ldots, x_d)^2$$

(3.18)

$$= \sum_{j=1}^{d} \sum_{k_j, k_{j+1}=1}^{m} \left| V^{ij}(k_j, n, k_{j+1}) \right|^2 + O \left( \|\vec{v}\|_{\max, n}^2 \cdot \|\vec{v}\|_{\max} \right)$$

$$\geq (1 + O(\|\vec{v}\|_{\max})) \cdot \|\vec{v}\|_{\max, n}^2.$$
Substituting (3.18) into (3.10), when $\eta$ is sufficiently small, we have

\[
(f(\bar{u} + \bar{v}) - f(\bar{u})) = \frac{1}{2}\|\tau(\bar{u} + \bar{v}) - \tau(\bar{u})\|_F^2 - \sum_{k_1, \ldots, k_d = 1}^m \prod_{i=1}^d v^{(i)}(k_i, n, k_{i+1}) \geq 1 + O\left(\|\bar{v}\|_{\max, n}\right)^3 \geq 0
\]

for sufficiently small $\|\bar{v}\|_{\max}$. Since the minimum value of (3.4) is zero, $\bar{u}$ is a spurious local minimum.

Theorem 3.3 states that, for a particular $d$th order tensor as (3.3), when the target tensor is of TR format with bond dimension $r + 1$, there exists at least one spurious local minima even when the restricted bond dimension of the problem (3.1) is $r^{d-1}$, much larger than $r + 1$. Through a more detailed analysis, we can locally illustrate that when $f_0(\bar{u}_0 + \bar{v}) = f_0(\bar{u}_0)$ the constructed tensors are identical, i.e.,

$$
\tau(\bar{u}_0 + \bar{v}) = \tau(\bar{u}_0).
$$

Proposition 3.4. Under the same assumptions as in Theorem 3.3, for a positive constant $\eta$ which is small enough, any point $\bar{v} \in \mathcal{U}_{m,n}$ with $\|\bar{v}\|_{\max} < \eta$ satisfies $f_0(\bar{u}_0 + \bar{v}) = f_0(\bar{u}_0)$ if and only if $\tau(\bar{u}_0 + \bar{v}) = \tau(\bar{u}_0)$, i.e., $\bar{u}_0$ and $\bar{u}_0 + \bar{v}$ are TR formats of the same $d$th order tensor.

Proof of Proposition 3.4. It can be easily seen that $\tau(\bar{u}_0 + \bar{v}) = \tau(\bar{u}_0)$ implies $f_0(\bar{u}_0 + \bar{v}) = f_0(\bar{u}_0)$.

Now consider the reverse direction. Suppose that $\eta$ is small enough. For any $\bar{v}$ such that $\|\bar{v}\|_{\max} < \eta$ and $f_0(\bar{u}_0 + \bar{v}) = f_0(\bar{u}_0)$, the inequality in (3.19) implies that $\|\bar{v}\|_{\max, n} = 0$, i.e.,

$$
\forall 1 \leq j \leq d, 1 \leq k_j, k_{j+1} \leq m,
\]

which leads to

$$
(3.21) \quad f_0(\bar{u}_0 + \bar{v}) - f_0(\bar{u}_0) = \frac{1}{2}\|\bar{v}\|_F^2 = \frac{1}{2}\|\tau(\bar{u}_0 + \bar{v}) - \tau(\bar{u}_0)\|_F^2 = 0.
$$

Thus, we can conclude that $\tau(\bar{u}_0 + \bar{v}) = \tau(\bar{u}_0)$.

We remark that the same results as in Theorem 3.3 and Proposition 3.4 hold for $n \geq r^2 + 1$ if vectors $e_k$ in the definition of $T_0$ and $\bar{u}_0$ are extended to be of length $n$ with zero padding. Furthermore, Theorem 3.3 and Proposition 3.4 also hold for a generalized version of $T_0$ and the associated $\bar{u}_0$, where $T_0$ is defined as

$$
(3.22) \quad T_0 = \sum_{k_1, \ldots, k_d = 1}^r \prod_{i=1}^d \lambda_i^{k_i}(k_{i+1}, k_i)g_{k_i}(k_{i+1}, k) + \prod_{i=1}^d \lambda_i^{k_i+1}g_{k_i+1}
$$

with $\lambda_k > 0$ and $\langle g_k^{(i)} \rangle$ for any $1 \leq k_1, k_2 \leq r^2 + 1$, and $1 \leq i \leq d$, and $\bar{u}_0$ is given via replacing $e_k$ in the definition of $\bar{u}_0$ in (3.5) by $\lambda_k g_k$ for $1 \leq i \leq d$ and $1 \leq k \leq r^2$. This is due to the orthogonal rotation invariant property of Frobenius norm and an observation that a scaling will not break the proof of Theorem 3.3 and Proposition 3.4 as long as $\eta > 0$ is small enough.
Another remark is on the difficulty of TR decomposition. Theorem 3.3 and Proposition 3.4 show that TR decomposition is more difficult than TT decomposition, since TT decomposition has one-loop convergence [13, 22] if the restricted bond dimension equals the underlying bond dimension of the target TT format whereas local minima remain in TR decomposition even if the restricted bond dimension increases exponentially as in the size of the ring. When \( d \) is large, we may not expect a good landscape of TR decomposition even if it is very much overparameterized.

Finally, we also want to point out that if \( \vec{u} + \vec{v} \in \mathcal{M}_{\vec{u}} \), then \( \tau(\vec{u} + \vec{v}) = \tau(\vec{u}) \), while it is not clear whether the reverse holds in general. This difficulty comes from the ring structure of TR format. In fact, for TT format, it can be proved that the gauge invariant and the orbit with the same whole tensors are equivalent if the TT format is full-rank [22].

4. Alternating least squares algorithm for tensor ring decomposition.

In this section, we recall the ALS algorithm for computing the TR decomposition [14, 29] of a given \( d \)th order tensor. Some basic descriptions and properties are in section 4.1. ALS is a strictly monotonically descent algorithm unless a stationary point is found. In section 4.2, we establish the convergence analysis of ALS when the bond dimension is sufficiently higher than that of the target tensor. As will be shown, in such cases, ALS converges in one outer iteration, which is known as the one-loop convergence. Recall that in Theorem 3.3 we prove the existence of spurious local minima in the overparameterized case. The bond dimension required for the one-loop convergence is larger than that in Theorem 3.3 (much larger than that of the true tensor).

4.1. Algorithm. Note that the objective function (3.1) is not convex due to the multilinear mapping \( \tau \). Nevertheless, if we fix all but one of the third order tensors in \( \vec{u} \), e.g., \( u_i \), and consider the suboptimization problem with respect to \( u_i \),

\[
\min_{u_i} \frac{1}{2} \left\| T - \tau(u_1, \ldots, u_{i-1}, u_i, u_i^2, \ldots, u_d) \right\|_{F}^2,
\]

(4.1) this gives a quadratic least squares problem in \( u_i \) and hence can be solved explicitly and efficiently.

In order to make the least squares formulation more explicit, we first define a sequence of matrices \( \{B_i\}_{i=1}^{d} \) of unfolded \( T \) and two unfolding operators \( \alpha(\cdot) \) and \( \gamma(\cdot) \). In the following, the function \( \pi \) always denotes the lexicographical order. Given \( 1 \leq i \leq d \), \( B_i \) is an unfolding of \( T \) as a matrix of size \( (\prod_{j \neq i} n_j) \times n_i \), i.e.,

\[
B_i(\pi(x_{i+1}, \ldots, x_{i-1}), x_i) = B_i(\pi(x_{i+1}, \ldots, x_d, x_1, \ldots, x_{i-1}), x_i) := T(x_1, \ldots, x_d),
\]

(4.2) where the periodic index convention is used and \( 1 \leq x_j \leq n_j \) for \( j = 1, \ldots, d \). The unfolding operator \( \alpha(\cdot) \) unfolds a sequence of third order tensors into a matrix as

\[
A_i = \alpha(u_1^2, \ldots, u_{i-1}^2) \in \mathbb{R}^{(\prod_{j \neq i} n_j) \times m^2}
\]

with entries being

\[
A_i(\pi(x_{i+1}, \ldots, x_{i-1}), \pi(k_{i+1}, k_i)) = \sum_{k_{i+2} \ldots k_{i-1} = 1}^{m} u_i^2(k_{i+1}, x_{i+1}, k_{i+2}) \cdots u_i^2(k_{i-1}, x_{i-1}, k_i),
\]

(4.4)
where $m$ is the bond dimension, $1 \leq x_j \leq n_j$ for $j = 1, \ldots, d$, and $1 \leq k_i, k_{i+1} \leq m$. The unfolding operator $\gamma(\cdot)$ unfolds a third order tensor into a matrix with compatible indices of $A_i$ and $B_i$, i.e.,

$$(4.5) \quad X_i = \gamma(u^{[i]}_i) \in \mathbb{R}^{m \times n_i}$$

with entries being

$$(4.6) \quad X_i(\pi(k_{i+1}, k_i), x_i) = u^{[i]}_i(k_i, x_i, k_{i+1}),$$

where indices are in the same ranges as before. Since $\gamma(\cdot)$ acts on a single third tensor, the unfolding operator is invertible and the invert operator $\gamma^{-1}(\cdot)$ will be used in the later content.

With these unfolded matrices, (4.1) then can be rewritten as a standard least squares problem

$$(4.7) \quad \min_{X} \frac{1}{2} \| A_i X - B_i \|^2_F,$$

where $A_i$ and $B_i$ are defined as (4.3) and (4.2), respectively, and the minimizer of (4.1) can be achieved from $\gamma^{-1}(X_i)$ for $X_i$ being the minimizer of (4.7).

To simplify the notation, we denote the objective function in (4.1) as $f_T$. A popular numerical approach for solving (3.1) is to solve (4.1) for each of $u^{[i]}_i$ to $u^{[d]}_i$ in a cyclic way. The corresponding algorithm is known as the ALS algorithm for TR decomposition. The pseudocode of ALS for TR decomposition is presented in Algorithm 4.1, with the subscript $\ell$ indicating the iteration number.

**Algorithm 4.1 ALS for TR decomposition.**

**Input:** Target $d$th order tensor $T$ and initial tensor ring $\bar{u}_0$.

**Output:** Converged tensor ring $\bar{u}$.

1: for $\ell = 0, 1, 2, \ldots$ do
2: \hspace{0.5cm} for $i = 1, 2, \ldots, d$ do
3: \hspace{1cm} Perform an ALS microstep:
4: \hspace{2.5cm} $u^{[i]}_{\ell+1} = \arg \min_{v} \frac{1}{2} \| T - \tau(v^{[1]}_{\ell+1}, \ldots, v^{[i-1]}_{\ell+1}, u^{[i]}_{\ell+1}^{[i]}, \ldots, u^{[d]}_{\ell}) \|^2_F$
5: \hspace{0.5cm} end for
6: \hspace{0.5cm} end for
7: end for

The next lemma states that the objective function of $\bar{u}_\ell$ in Algorithm 4.1 decreases monotonically until a stationary point is achieved.

**Lemma 4.1.** Let $\{\bar{u}_\ell\}_{\ell=0}^\infty$ be a sequence of tensor ring generated by Algorithm 4.1. For any $\ell$, if $\bar{u}_\ell$ is not a stationary point of $f_T$, i.e., $\nabla f_T(\bar{u}_\ell) \neq 0$, then $f_T(\bar{u}_{\ell+1}) < f_T(\bar{u}_\ell)$.

**Proof.** Since $\nabla f_T(\bar{u}_\ell) \neq 0$, there exists a set of indices $J$ such that $\nabla u^{(j)} f_T(\bar{u}_\ell) \neq 0$ for $j \in J$. Let $i$ be the smallest index in $J$. The $i$th microstep solves a least squares problem with nonzero gradient. Hence the objective value strictly decreases. For all later $(i+1)$th to $d$th microsteps the objective value is nonincreasing due to the nature of least square solutions. Therefore, we conclude that $f_T(\bar{u}_{\ell+1}) < f_T(\bar{u}_\ell)$ if $\bar{u}_\ell$ is not a stationary point of $f_T$. 

\qed
We would hope to get a stronger result than Lemma 4.1 showing that ALS converges to a stationary point. However, while ALS has the monotonic descent, the convergence to a stationary point is still open due to the following difficulties.

First, the boundedness of \( \{ \tilde{u}_\ell \}_{\ell=0}^{\infty} \) cannot be ensured. Thus, it is hard to say that \( \{ u_\ell \}_{\ell=0}^{\infty} \) has an accumulation point. To bypass the unboundedness, we can instead consider the accumulation point of the sequence of manifolds \( \mathcal{M} \{ \tilde{A}_\ell \} \) due to the following difficulties.

Second, even if \( \{ \tilde{u}_\ell \}_{\ell=0}^{\infty} \) or \( \{ \theta_{A_\ell}(\tilde{u}_\ell) \}_{\ell=0}^{\infty} \) has an accumulation point \( \tilde{u} \), it is hard to say that the rank of \( \tilde{u} \) is equal to the rank of \( u_\ell \) when \( \ell \) is large enough. If equality does not hold, some continuity properties do not hold at \( \tilde{u} \), which leads to difficulties when analyzing the limiting behavior of \( \{ u_\ell \}_{\ell=0}^{\infty} \) or \( \{ \theta_{A_\ell}(\tilde{u}_\ell) \}_{\ell=0}^{\infty} \).

In fact, if the boundedness and the equality of rank are assumed, convergence to the stationary point of ALS can be ensured, similar to the analysis in [7]. It is an interesting future research direction to establish these conditions for the TR decomposition.

### 4.2. One-loop convergence.

Even though the general convergence result without the assumptions above is still open, we can prove one-loop convergence of the Algorithm 4.1 in an extremely overparameterized case, which means that Algorithm 4.1 converges in \( d \) microsteps. In this section, we will prove the one-loop convergence of Algorithm 4.1 under mild assumptions on the target tensor.

Let us consider the case that the target tensor admits a TR decomposition as

\[
T = \tau(\tilde{w}) = \sum_{k_1, \ldots, k_d=1}^{r} w_{k_1, k_2}^{[1]} \otimes w_{k_2, k_3}^{[2]} \otimes \cdots \otimes w_{k_d, k_1}^{[d]} \in \mathcal{R}_r,\tilde{n}
\]

with bond dimension \( r \) and TR components \( \tilde{w} = (w_{1}^{[1]}, w_{2}^{[2]}, \ldots, w_{d}^{[d]}) \in \mathcal{U}_r,\tilde{n} \). From Algorithm 4.1, we notice that if both the target tensor and the initial tensor ring are multiplied by an orthogonal matrix on an external dimension, all iterators of the algorithm remain the same up to the orthogonal transformation on the corresponding external dimension. Hence we claim Algorithm 4.1 is invariant under orthogonal transformations on external dimensions and so is the related analysis.

We assume that the external dimension \( \tilde{n} \) is large enough with \( n_i \geq r^2 \) for \( i = 1, \ldots, d \) and we consider the problem \( \min_{\tilde{w}} \frac{1}{2} \| T - \tau(\tilde{u}) \|_F^2 \), where \( \tilde{u} \in \mathcal{U}_{m,\tilde{n}} \) with bond dimension \( m = r^{d-1} \). Since the dimension of span \( \{ w_{k_1, k_2}^{[i]} : 1 \leq k_1, k_2 \leq r \} \) is bounded above by \( r^2 \) and the invariant property of Algorithm 4.1, without loss of generality, we assume that \( \tilde{w} \) is located in a small subspace of \( \mathcal{U}_r,\tilde{n} \):

\[
\mathcal{W}_r,\tilde{n} \equiv \{ \tilde{w} \in \mathcal{U}_r,\tilde{n} \mid w_{k_1, k_2}^{[i]}(s) = 0 \quad \forall \ 1 \leq i \leq d, \ 1 \leq k_1, k_2 \leq r, \ s \geq r^2 + 1 \},
\]

which is because that orthogonal transformations do not change the Frobenius norm and implies that \( T(x_1, \ldots, x_d) = 0 \) as long as one of \( x_1, \ldots, x_d \) is greater than or equal to \( r^2 + 1 \). Since the Frobenius norm is invariant under the orthogonal rotations in each outer dimension of the target tensor, \( \mathcal{W}_r,\tilde{n} \) can be generalized to \( \mathcal{U}_r,\tilde{n} \) under orthogonal rotations. Our convergence result is the following theorem, in which \( \mu \)
denotes the proper Lebesgue measure. The theorem guarantees one-loop convergence for a typical target tensor and initial guess, when the bond dimension is large enough.

**Theorem 4.2.** There exists \( \Omega_1 \subseteq \mathcal{W}_{r,m,n}^d \) with \( \mu(\Omega_1) = 0 \), such that for any \( \bar{w} \in \mathcal{W}_{r,m,n}^d \setminus \Omega_1 \) and \( T = \tau(\bar{w}) \), there exists \( \Omega_2 \subseteq \mathcal{U}_{m,n}^d \) with \( \mu(\Omega_2) = 0 \), such that Algorithm 4.1 converges to the global minimum in \( d \) microsteps as long as the initial point \( \bar{u}_0 \not\in \Omega_2 \).

**Remark 4.3.** In the proof of Theorem 4.2, the technical part is to characterize two zero-measure sets \( \Omega_1 \) and \( \Omega_2 \). Once these two sets are settled, the remaining proof is straightforward. We postpone the proof of Theorem 4.2 toward the end of this section. In the following lemmas, we prove that a set is of zero measure through establishing the equivalence between this set and the set of roots of a polynomial, since the Lebesgue measure of the root set of a nonzero polynomial is zero.

We first focus on the characterization \( \Omega_2 \), which will be defined in Lemma 4.6; \( \Omega_1 \) will be characterized along the analysis and will be defined in Lemma 4.8. Both \( \Omega_1 \) and \( \Omega_2 \) are constructed somewhat implicitly. Intuitively, \( \Omega_2 \) is the set of \( \bar{u}_0 \) which leads to some degeneracy in the first \( d \) microsteps of ALS. We show that \( \Omega_2 \) is zero-measure following the argument sketched in Remark 4.3, which would require some assumptions on \( T \). Then we denote \( \Omega_1 \) as the set of \( \bar{w} \) such that at least one of those assumptions is violated and prove that \( \Omega_1 \) is also of zero-measure.

For simplicity, in the rest of this section we denote \( \bar{u} = \bar{u}_0 \) and \( \bar{v} = \bar{v}_1 \) as the initial tensor vector and the tensor vector after one macrostep (one loop). Each microstep of Algorithm 4.1 solves a least squares problem as (4.7). The full-column-rankness of \( A_i \) leads to the uniqueness of the solution, which is crucial for the one-loop convergence. Thus, we lay down these natural assumptions for \( j = 1, 2, \ldots, d \):

\[
(A_j) \quad A_j = \alpha(u^{[j+1]}, \ldots, u^{[d]}, v^{[1]}, \ldots, v^{[j-1]}) \text{ has full column rank.}
\]

Once \( (A_j) \) is satisfied, (4.7) has a unique minimizer and \( v^{[j]} \) can be uniquely determined.

All later proofs rely on a homogeneity property as defined in Definition 4.4.

**Definition 4.4.** A multivariable function mapping from \( d \) Euclidean spaces to an Euclidean space, i.e.,

\[
f : \Bbb{R}^{p_1} \times \Bbb{R}^{p_2} \times \ldots, \times \Bbb{R}^{p_d} \to \Bbb{R}^{q},
\]

\[
(x_1, x_2, \ldots, x_d) \mapsto f(x_1, x_2, \ldots, x_d)
\]

is multi-homogeneous-poly if for any \( \lambda \in \Bbb{R} \) and index \( j \in \{1, 2, \ldots, d\} \),

\[
f(x_1, \ldots, x_{j-1}, \lambda x_j, x_{j+1}, \ldots, x_d) = \lambda^{s_j} f(x_1, \ldots, x_d),
\]

where \( s_j \) is a \( j \)-dependent nonnegative integer, and each entry of \( f(x_1, \ldots, x_d) \) is a polynomial of entries of \( x_1, x_2, \ldots, x_d \).

We emphasize that all \( p_1, \ldots, p_d \) and \( q \) in Definition 4.4 are a multi-index notation, e.g., \( q = 2 \times 3 \). This means both the input \( x_i \) and the output \( f(x_1, \ldots, x_d) \) could be scalars, matrices, or tensors.

Next, we list two properties of multi-homogeneous-poly function without detailed proof. Concrete examples for both properties are given in Appendix B.

- (Productivity) The product of two multi-homogeneous-poly functions is a multi-homogeneous-poly. This product includes entrywise product as well as compatible tensor contractions.
• (Composition) The composition of a multi-homogeneous-poly function with a multi-homogeneous-poly function is multi-homogeneous-poly.

Obviously, unfolding operator \( \alpha(\cdot) \) is a multi-homogeneous-poly function. In Lemma 4.5, we show that under condition (A.j) and with proper scaling, the function mapping from \((u^{[j+1]}, \ldots, u^{[d]}, v^{[1]}, \ldots, v^{[j-1]})\) to \(v^{[j]}\) can be described by a multi-homogeneous-poly function. In Lemma 4.6, we characterize \(\Omega_2\) and show the existence of a multi-homogeneous-poly function whose root set equals \(\Omega_2\).

**Lemma 4.5.** There exists a multi-homogeneous-poly function
\[
G_j : \bigotimes_{i=j+1}^{j-1} \mathbb{R}^{m \times n_i \times m} \to \mathbb{R}^{m \times n_j \times m},
\]
such that for any \((u^{[j+1]}, \ldots, u^{[d]}, v^{[1]}, \ldots, v^{[j-1]})\) with
\[
A_j = \alpha(u^{[j+1]}, \ldots, u^{[d]}, v^{[1]}, \ldots, v^{[j-1]})
\]
satisfying condition (A.j), it holds that
\[
v^{[j]} = \frac{1}{\det\{A_j^T A_j\}} G_j(u^{[j+1]}, \ldots, u^{[d]}, v^{[1]}, \ldots, v^{[j-1]})
\]
for \(v^{[j]}\) being the solution of (4.1) at the \(j\)th microstep.

**Proof of Lemma 4.5.** As \(\alpha(\cdot)\) and \(\alpha^T(\cdot)\) are multi-homogeneous-poly functions, \(A_j^T A_j\) is a multi-homogeneous-poly function, due to the productivity property of multi-homogeneous-poly functions. According to the definition of adjugate operation, we have \(\det(\lambda A) = \lambda^{m^2-1} \det(A)\), for all \(\lambda \in \mathbb{R}\), \(A \in \mathbb{R}^{m \times m^2}\), and each entry of \(\det(A)\) is a polynomial of entries of \(A\). Hence, due to the composition property, \(\det(A_j^T A_j)\) is a multi-homogeneous-poly function. The folding operator \(\gamma^{-1}\) is also multi-homogeneous-poly, i.e., \(\gamma^{-1}(\lambda X) = \lambda \gamma^{-1}(X)\) for any \(\lambda\) and \(X\). Applying the productivity property and composition property of the multi-homogeneous-poly function again, we have that
\[
G_j(u^{[j+1]}, \ldots, u^{[d]}, v^{[1]}, \ldots, v^{[j-1]}) = \gamma^{-1}((A_j^T A_j) A_j^T B_j)
\]
is a multi-homogeneous-poly function.

When \(A_j\) has full column rank, i.e., \(\det\{A_j^T A_j\} \neq 0\), the unique minimizer of (4.7) can be written as
\[
X_j = (A_j^T A_j)^{-1} A_j^T B_j = \frac{1}{\det\{A_j^T A_j\}} \det(A_j^T A_j) A_j^T B_j,
\]
where \(\det(\cdot)\) denotes the adjugate. Hence,
\[
v^{[j]} = \gamma^{-1}(X_j) = \frac{1}{\det\{A_j^T A_j\}} G_j(u^{[j+1]}, \ldots, u^{[d]}, v^{[1]}, \ldots, v^{[j-1]})
\]
proves the lemma.

**Lemma 4.6.** Denote \(\Omega_2 = \{ (u^{[1]}, \ldots, u^{[d]}), \text{ at least one of } (A_{i}) \text{ fails for } j = 1, 2, \ldots, d \}. \) There exists a multi-homogeneous-poly function \(F : \mathcal{U}_m^d \rightarrow \mathbb{R}, \) such that \(\Omega_2\) is the root set of \(F\).
Proof of Lemma 4.6. Lemma 4.6 is proven by induction from $d$ down to 1. We first define a sequence of set $\Omega[j]$ for $j = 1, 2, \ldots, d$ via

$$\Omega[j] = \{(v[j], \ldots, v[d], v[1], \ldots, v[j-1]) \mid \text{at least one of } (A.i) \text{ fails for } i = j, \ldots, d\}.$$  

Notice that $\Omega_2 = \Omega[1]$.  

First consider $\Omega[d]$. If $(A.d)$ fails, i.e., $A_d = \alpha(v[1], \ldots, v[d-1])$ does not have full column rank, then $\det\{A_d^T A_d\} = 0$ defines a multi-homogeneous-poly function

$$(4.16) \quad F_d(u[d], v[1], \ldots, v[d-1]) = \det\{A_d^T A_d\}$$

with $u[d]$ being a dummy variable, such that the root set of $F_d$ equals $\Omega[d]$.

Now, we take induction step. Assume for $j+1$ there exists a multi-homogeneous-poly function $F_{j+1}(u[j+1], \ldots, u[d], v[1], \ldots, v[j])$ such that the root set of $F_{j+1}$ equals $\Omega[j+1]$. The construction of $F_{j}$ can be divided into two scenarios: $(A.j)$ fails and $(A.j)$ holds.

When $(A.j)$ fails, i.e., $A_j = \alpha(u[j+1], \ldots, u[d], v[1], \ldots, v[j-1])$ does not have full column rank, then $\det\{A_j^T A_j\} = 0$ defines a multi-homogeneous-poly function

$$(4.17) \quad H_j(u[j], \ldots, u[d], v[1], \ldots, v[j-1]) = \det\{A_j^T A_j\}$$

with $u[j]$ being dummy variable, such that the root set of $H_j$ equals $\Omega[j]$ given $(A.j)$ fails.

When $(A.j)$ holds, according to Lemma 4.5, there exists a multi-homogeneous-poly function $G_j$ such that

$$v[j] = \frac{1}{\det\{A_j^T A_j\}} G_j(u[j+1], \ldots, u[d], v[1], \ldots, v[j-1]).$$

Since $(A.j)$ holds, at least one of $(A.i)$ for $i = j+1, \ldots, d$ fails and, hence, $F_{j+1}$ exists. Substituting (4.17) into $F_{j+1}$ and multiplying by $\det\{A_j^T A_j\}^s$, where $s$ is the homogeneity degree of the last variable, gives a multi-homogeneous-poly function

$$(4.18) \quad H_j^2(u[j], \ldots, u[d], v[1], \ldots, v[j-1]) = F_{j+1}(u[j+1], \ldots, u[d], v[1], \ldots, v[j-1], G_j(u[j+1], \ldots, u[d], v[1], \ldots, v[j-1])).$$

The root set of $H_j^2$ equals $\Omega[j]$ given $(A.j)$ holds.

Combining two scenarios together, we define the multi-homogeneous-poly function

$$(4.19) \quad F_j = H_j^1 \cdot H_j^2$$

with root set equals $\Omega[j]$.

Finally, setting $F = F_1$ completes the proof.

Next we prove that the multi-homogeneous-poly function in Lemma 4.6 is not constantly zero, which is the second step of the strategy described in Remark 4.3. We need some mild assumptions on the target tensor $T$. Let $T \in \mathbb{R}^{r^d \times r^s \times r^s}$ be a
reshape of nonzeros of $T$ for $j = 1, 2, \ldots, d - 1$ satisfying

\begin{equation}
(4.20) \quad T^{j}(p_{1}, \ldots, p_{j-1}, q_{j+1}, \ldots, q_{d-1}), \pi(q_{1}, \ldots, q_{j}, p_{j}, \ldots, p_{d-1}) = T(\pi(p_{1}, q_{1}), \ldots, \pi(p_{d-1}, q_{d-1}), 1 : r^{2}),
\end{equation}

where $1 \leq p_{i}, q_{i} \leq r$ and $1 \leq i \leq d - 1$. The mild assumptions state as

\begin{equation}
(4.21) \quad \text{a} \text{showing a polynomial is not constantly zero, it is sufficient to show that there exists zero Lebesgue measure.}
\end{equation}

$F$ will prove that $\Omega_{1}$ is the set of tensors violating these assumption. Later we will prove that $\Omega_{1}$ has zero measure in Lemma 4.8.

Given these assumptions, we can show that the multi-homogeneous-poly function in Lemma 4.6 is not constantly zero.

**Lemma 4.7.** Suppose $\tilde{\omega} \in \mathcal{W}_{r, \vec{2}}$ and (B.j) holds for $j = 1, 2, \ldots, d - 1$. The multi-homogeneous-poly function $F$ in Lemma 4.6 is not constant zero and $\Omega_{2}$ has zero Lebesgue measure.

**Proof of Lemma 4.7.** First, $F$ is a polynomial of entries of $\mathbf{u}^{[1]}, \ldots, \mathbf{u}^{[d]}$. Then showing a polynomial is not constantly zero, it is sufficient to show that there exists a $\tilde{\mathbf{u}}$ such that $F(\mathbf{u}) \neq 0$, which is equivalent to showing that for this $\tilde{\mathbf{u}}$ the condition (A.j) holds for any $j = 1, 2, \ldots, d$.

Let each third order tensor of $\tilde{\mathbf{u}} = (\mathbf{u}^{[1]}, \mathbf{u}^{[2]}, \ldots, \mathbf{u}^{[d]}) \in \mathcal{U}_{m, n, \vec{2}}^{d}$ be

\begin{equation}
(4.21) \quad \mathbf{u}_{\pi(p_{1}, \ldots, p_{d-1}), \pi(q_{1}, \ldots, q_{d-1})}^{(i)} = \delta_{p_{1}q_{1}} \cdots \delta_{p_{i-1}q_{i-1}} \delta_{p_{i+1}q_{i+1}} \cdots \delta_{p_{d-1}q_{d-1}} e_{\pi(p_{i}, q_{i})}
\end{equation}

for $1 \leq i \leq d - 1$, and

\begin{equation}
(4.22) \quad \mathbf{u}_{\pi(p_{1}, \ldots, p_{d-1}), \pi(q_{1}, \ldots, q_{d-1})}^{[d]} = T(\pi(q_{1}, p_{1}), \pi(q_{2}, p_{2}), \ldots, \pi(q_{d-1}, p_{d-1}), \cdot),
\end{equation}

where $1 \leq p_{1}, \ldots, p_{d-1}, q_{1}, \ldots, q_{d-1} \leq r$.

Since $\mathbf{u}_{[i]}$ is defined identically to that in (3.5) for $1 \leq i \leq d - 1$, then (3.6) holds here as well. Hence, it is easy to verify that $\tau(\tilde{\mathbf{u}}) = T$. Since $\tilde{\mathbf{u}}$ is already a minimizer, we have $\tilde{\mathbf{v}} = \tilde{\mathbf{u}}$ if (A.j) holds for all $j$, i.e., the minimizer in each microstep is unique. Thus, to prove that (A.j) holds is equivalent to saying that

\begin{equation}
(4.23) \quad \sum_{k_{j+1}, \ldots, k_{j-1} = 1}^{m} u_{k_{j+1}, k_{j+2}, \ldots, k_{j-1}, k_{j}}^{[j+1]} \otimes \cdots \otimes u_{k_{j-1}, k_{j}}^{[j-1]},
\end{equation}

$k_{j+1}, k_{j} = 1, 2, \ldots, m$, are linearly independent, since each column of $A_{j}$ is an unfolding of (4.23). Due to (3.6), (A.d) holds directly.

Consider a fixed $j \in \{1, 2, \ldots, d - 1\}$, and denote $k_{j} = \pi(p_{1}, p_{2}, \ldots, p_{d-1})$ and $k_{j+1} = \pi(q_{1}, q_{2}, \ldots, q_{d-1})$. With a careful index check, (4.23) equals

\begin{equation}
(4.24) \quad \sum_{q_{j+1}, \ldots, q_{d-1}}^{r} e_{\pi(q_{j+1}, a_{j+1})} \otimes \cdots \otimes e_{\pi(q_{d-1}, a_{d-1})}
\end{equation}

\begin{equation}
\otimes T(\pi(p'_{j}, q_{1}), \ldots, \pi(p'_{j-1}, q_{j-1}), \pi(p_{j}, q_{j}), \pi(p_{j+1}, q_{j+1}), \ldots, \pi(p_{d-1}, q'_{d-1}), \cdot)
\otimes e_{\pi(p_{j}, p_{j+1})} \otimes \cdots \otimes e_{\pi(p_{j-1}, p_{j})}.
\end{equation}

Hence (A.j) holding for $\tilde{\mathbf{u}}$ is equivalent to (B.j). We have showed that $F(\mathbf{u}) \neq 0$.

Since $\Omega_{2}$ is the root set of $F$, which is a nonzero polynomial, the measure of $\Omega_{2}$ is zero.
If we merge the first and the second index of $T^j$ together, then $T^j$ becomes an $r^d \times r^d$ matrix, denoted by $\widetilde{T}^j$. Assumption (B,j) is equivalent to saying that the matrix is full-rank. In random matrix theory, we know that the measure of degenerate matrices is zero. Here, Lemma 4.8 points out that a similar conclusion holds for $T^j$ if $w^{[1]}, \ldots, w^{[d]}$ are generated randomly.

**Lemma 4.8.** Let $\Omega_1$ be the set of failure of (B,j), i.e.,

$$\Omega_1 = \{ \vec{w} \in \mathcal{W}_{r,d} | \text{at least one of (B,j) is not satisfied for } j = 1, 2, \ldots, d-1 \}.$$  

Then $\Omega_1$ has Lebesgue measure 0.

**Proof of Lemma 4.8.** Since $d$ is a finite number, it is sufficient to prove that for any $j = 1, 2, \ldots, d-1$,

$$\mu(\{ \vec{w} | (B,j) \text{ is not satisfied} \}) = 0.$$  

Consider a fixed $j \in \{1, 2, \ldots, d-1\}$. For any matrix $X \in \mathbb{R}^{r^d \times r^d}$, $X$ is column-rank-deficient if and only if $\det \{ X^T X \} = 0$. Similar to the proof of Lemma 4.6, it can be shown that $f_j = \det \{ (T^j)^T T^j \}$ is a multi-homogeneous-polynomial. The condition in Lemma 4.8 can be rewritten in terms of a multi-homogeneous-polynomial, i.e., the set in (4.25) can be restated as

$$\{ \vec{w} | (B,j) \text{ is not satisfied} \} = \{ \vec{w} | f_j(\vec{w}) = 0 \}.$$  

If $f_j$ is not a zero polynomial, then the set of its roots has Lebesgue measure zero.

The rest of the proof states that $f_j$ is not a zero polynomial. Consider the point

$$w^{[i]}_{k_1, k_2} = e_{\pi(k_2, k_1)}, \quad 1 \leq k_1, k_2 \leq r, 1 \leq i \leq d,$$

which results in $T = \sum_{k_1, \ldots, k_d=1}^r \bigotimes_{i=1}^d e_{\pi(k_i+1, k_i)}$ and the reshaped tensor,

$$T^j(\pi(p_1, \ldots, p_{j-1}, q_{j+1}, \ldots, q_{d-1}), \ldots, \pi(q_1, \ldots, q_j, p_{j+1}, \ldots, p_{d-1}))$$

$$= \delta_{p_1, q_1} \cdots \delta_{p_{j-1}, q_j} \delta_{q_{j+1}, p_{j+1}} \cdots \delta_{q_{d-1}, p_{d-1}} e_{\pi(q_1, p_{d-1})} \in \mathbb{R}^{r^2},$$

whose corresponding $r^d \times r^d$ matrix $\widetilde{T}^j$ is an identity matrix. Since (B,j) is satisfied for this specific $\vec{w}$, $f_j$ is not a zero polynomial.

Finally, with the above technical lemmas, we now prove Theorem 4.2.

**Proof of Theorem 4.2.** Let $\Omega_1$ and $\Omega_2$ be the measure-zero sets as defined in Lemmas 4.8 and 4.6, respectively. We consider points $\vec{w} \notin \Omega_1$ and $\vec{u} \notin \Omega_2$. Set

$$X_i := \text{span} \left\{ w^{[i]}_{k_1, k_2} : k_1, k_2 = 1, 2, \ldots, r \right\}$$

and denote $P_i$ as the orthogonal projector onto $X_i$ for $i = 1, 2, \ldots, d$.

According to (4.7), we have

$$\frac{1}{2} \left\| T - \tau(\{x^{[1]}, u^{[2]}, \ldots, u^{[d]}\}) \right\|_F \geq \frac{1}{2} \left\| T - \tau(\{P_1(\gamma(x^{[1]})), u^{[2]}, \ldots, u^{[d]}\}) \right\|_F$$

for any $x^{[1]}$, which implies that $v^{[i]}_{k_1, k_2} \in X_1, \forall k_1, k_2 = 1, 2, \ldots, m$. Similarly, we have

$$v^{[i]}_{k_1, k_2} \in X_i, \forall k_1, k_2 = 1, 2, \ldots, m,$$

for $i = 1, 2, \ldots, d-1$.
Now we consider the last microstep

\[
(4.29) \quad \mathbf{v}^{[d]} = \arg\min_{\mathbf{x}^{[d]}} \frac{1}{2} \| \mathbf{T} - \tau(\mathbf{v}^{[1]}, \ldots, \mathbf{v}^{[d-1]}, \mathbf{x}^{[d]}) \|_{F}^2.
\]

The condition (A.d) implies that

\[
\sum_{k_2, \ldots, k_{d-1} = 1}^{m} \mathbf{v}^{[1]}_{k_1, k_2} \otimes \cdots \otimes \mathbf{v}^{[d-1]}_{k_{d-1}, k_d}, \quad k_1, k_d = 1, \ldots, m,
\]

are linearly independent. Combining the linear independence with

\[
(4.30) \quad m^2 = r^{2(d-1)} \geq \prod_{k=1}^{d-1} \dim(\mathbb{X}_k) = \dim(\mathbb{X}_1 \otimes \cdots \otimes \mathbb{X}_{d-1})
\]

and

\[
(4.31) \quad \sum_{k_2, \ldots, k_{d-1} = 1}^{m} \mathbf{v}^{[1]}_{k_1, k_2} \otimes \cdots \otimes \mathbf{v}^{[d-1]}_{k_{d-1}, k_d} \in \mathbb{X}_1 \otimes \cdots \otimes \mathbb{X}_{d-1}, \quad \forall k_1, k_d = 1, \ldots, m,
\]

we obtain that

\[
(4.32) \quad \text{span} \left\{ \sum_{k_2, \ldots, k_{d-1} = 1}^{m} \mathbf{v}^{[1]}_{k_1, k_2} \otimes \cdots \otimes \mathbf{v}^{[d-1]}_{k_{d-1}, k_d}, \quad k_1, k_d = 1, \ldots, m \right\} = \mathbb{X}_1 \otimes \cdots \otimes \mathbb{X}_{d-1}.
\]

Noticing that \( \mathbf{T} \in \mathbb{X}_1 \otimes \cdots \otimes \mathbb{X}_{d-1} \otimes \mathbb{R}^{n_d} \), there exists \( \mathbf{v}^{[d]} \) such that

\[
(4.33) \quad \tau(\mathbf{v}^{[1]}, \ldots, \mathbf{v}^{[d-1]}, \mathbf{v}^{[d]}) = \mathbf{T},
\]

which proves the theorem.

5. Numerical results. In this section, we present two sets of numerical results to validate and further support Theorems 3.3 and 4.2, respectively. For Theorem 3.3, in section 3, we identify a nonstrict spurious local minimum for a target tensor of bond dimension \( r + 1 \) as in (3.3) given the optimization problem in \( \mathcal{U}_{d,d-1,n}^{r+1} \). In this section, we numerically validate that ALS algorithm in some sense cannot escape from the spurious local minimum in Theorem 3.3 though Proposition 3.4 suggests that this local minimum might not be strict, whereas for Theorem 4.2, in section 4, the one-loop convergence is proven for target tensors with bond dimension \( r \) given the optimization problem in \( \mathcal{U}_{d,d-1,n}^{r} \) solved via ALS. We numerically test the tightness of the bond dimension \( r^{d-1} \) and show that the one-loop convergence does not hold when the TR space is reduced to \( \mathcal{U}_{d,d-1-1,n}^{r} \). All numerical results in this section are generated from codes implemented and executed with MATLAB.

5.1. The stability of the spurious local minimum. Theorem 3.3 shows that for the given target tensor as (3.3), there exists a carefully designed local minimum. Due to the intrinsic difficulty of the TR format, the theorem does not characterize the neighborhood of all tensor rings with an equivalent format. Hence we numerically demonstrate that the designed local minimum is somewhat a numerically inescapable local minimum for ALS.
We construct the target tensor as (3.3) with $d = 3$, $r = 3$, and $n = r^2 + 1 = 10$ and the local minimum $\mathbf{u}_0$ as (3.5) is constructed accordingly. For the purpose of this section, we apply ALS with a initial tensor ring being a perturbation of $\mathbf{u}_0$. The perturbation is added as follows. Given a perturbation size $c \geq 0$, we add independent random numbers, uniformly distributed on $[-c, c]$, on each entry of $\mathbf{u}_0$. We select 1000 choices of $c$ between 0 and 0.3. For each $c$, 10^5 perturbations are tested via ALS and the least squares problems therein are solved via MATLAB backslash. When the objective functions of a converged iteration stay above $\frac{1}{2}$, we claim it is trapped by the local minimum. Otherwise, it escapes from the local minimum. Figure 2 shows two typical convergence behaviors of a “trapping” and an “escaping” iteration.

The curve in Figure 3 decreases monotonically, which indicates that ALS is more likely to escape from the set $\{\mathbf{u} : \tau(\mathbf{u}) = \tau(\mathbf{u}_0)\}$ if it starts at a point further away from $\mathbf{u}_0$, while, if the perturbation size is small enough, i.e., ALS starts at a point close to local minimum $\mathbf{u}_0$, then ALS cannot escape empirically. In Figure 2, we plot two curves of loss corresponding to $c = 0.1$ and $c = 0.2$, respectively. We can see that ALS traps when $c = 0.1$ and escapes when $c = 0.2$. This provides numerical evidence that the local minimum $\mathbf{u}_0$ is somewhat stable, i.e., $\mathbf{u}_0$ is an interior point of the basin of attraction of the ALS and the basin has positive measure.

5.2. One-loop convergence. In this section, we numerically show that Theorem 4.2 holds in practice and the bond dimension given in the theorem is tight, i.e., one-loop convergence fails if $m = r^{d-1} - 1$. We present the results for different choices of $r \geq 3$, $d \geq 3$, and $n \geq r^2$. Two choices of bond dimensions, $m = r^{d-1}$ and $m = r^{d-1} - 1$, are tested. For a given $r$, $d$, $n$, and $m$, we randomly generate an initial tensor ring with each entry being a standard Gaussian random and then perform ALS for $d$ microsteps. The final function value $f(\mathbf{u}_1)$ is reported as the result. Such an experiment is repeated for 100 times for every given $r$, $d$, $n$, and the statistics of $f(\mathbf{u}_1)$s are reported in Table 1.
Fig. 3. The stability of the spurious local minimum. The probability of trapping at $\mathbf{u}_0$ via ALS against the perturbation size $c$.

Table 1

<table>
<thead>
<tr>
<th>$d$</th>
<th>$r$</th>
<th>$n$</th>
<th>$m$</th>
<th>$\max f(\mathbf{u})$</th>
<th>$\min f(\mathbf{u})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3</td>
<td>10</td>
<td>9</td>
<td>$1.79 \times 10^{-14}$</td>
<td>$1.01 \times 10^{-22}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td>$7.37 \times 10^1$</td>
<td>$5.29 \times 10^9$</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>10</td>
<td>27</td>
<td>$4.45 \times 10^{-9}$</td>
<td>$6.69 \times 10^{-19}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>26</td>
<td>$1.06 \times 10^2$</td>
<td>$2.44 \times 10^9$</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>16</td>
<td>16</td>
<td>$8.58 \times 10^{-5}$</td>
<td>$5.10 \times 10^{-17}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>15</td>
<td>$5.61 \times 10^1$</td>
<td>$1.63 \times 10^9$</td>
</tr>
</tbody>
</table>

Table 1 shows that $\mathbf{u}_1$ definitely does not converge in one loop for bond dimension $m = r^{d-1} - 1$, since $f(\mathbf{u}_1)$ is far away from zero. Hence Theorem 4.2 is numerically verified and so is its tightness. We notice that the $\max f(\mathbf{u}_1)$ is not close to machine accuracy after one loop when $m = r^{d-1}$, which is due to the initial random tensor ring being ill-conditioned and the numerical inverse being significantly polluted by the numerical error.

6. Conclusion. In this paper, we investigate a sharp transition for the optimization landscape associated with the TR decomposition. Considering least squares fitting of a target tensor $\mathbf{T}$ by $d$th order TR format with bond dimension $r^{d-1}$, or equivalently solving the optimization problem (3.1) with bond dimension $r^{d-1}$, if $\mathbf{T}$ is in TR format with bond dimension $r$, the problem is trivial, i.e., one-loop convergence holds. However, if $\mathbf{T}$ is in TR format with bond dimension $r + 1$, the landscape of (3.1) might be quite bad, i.e., there may exist some spurious local minima. These results tell us that even in the overparameterized case, we may not expect a good optimization landscape of TR decomposition, which in some sense shows the difficulty in numerical algorithms for TR decomposition.
Appendix A. Visualization of the target tensor and the local minimum in Theorem 3.3.

In the case that \( d = 3 \) and \( r = 2 \), the target tensor \( T_0 \in \mathbb{R}^{5 \times 5 \times 5} \) is explicitly given by

\[
T_0(:, 1) = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}, \quad T_0(:, 2) = \begin{pmatrix}
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]

\[
T_0(:, 3) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}, \quad T_0(:, 4) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]

\[
T_0(:, 5) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

We emphasize that the last columns and rows of the first four slices are all zeros. In the last slice, \( T_0(:, 5) \) is all zero except the last entry is one, which comes from the extra term in (3.3).

The local minimum \( \vec{u}_0 = (u^{[1]}, u^{[2]}, u^{[3]}) \) defined in (3.5) is

\[
\begin{align*}
A.1 & \quad u^{[1]}_{\pi(p_1, p_2), \pi(q_1, q_2)} = e_{\pi(p_1, q_1)} & \text{if } p_2 = q_2, \\
& \quad 0 & \text{otherwise}, \\
A.2 & \quad u^{[2]}_{\pi(p_1, p_2), \pi(q_1, q_2)} = e_{\pi(p_2, q_2)} & \text{if } p_1 = q_1, \\
& \quad 0 & \text{otherwise}, \\
A.3 & \quad u^{[3]}_{\pi(p_1, p_2), \pi(q_1, q_2)} = e_{\pi(p_1, q_2)} & \text{if } p_2 = q_1, \\
& \quad 0 & \text{otherwise}.
\end{align*}
\]

In the setting \( r = 2 \), \( u^{[1]}, u^{[2]}, \) and \( u^{[3]} \) are all \( 4 \times 5 \times 4 \)-tensors with

\[
\begin{align*}
u^{[1]}(:, 1, :) &= \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, & \quad v^{[1]}(:, 2, :) &= \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\end{align*}
\]

\[
\begin{align*}
u^{[1]}(:, 3, :) &= \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}, & \quad v^{[1]}(:, 4, :) &= \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},
\end{align*}
\]

\[
v^{[1]}(:, 5, :) = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}.
\]
The tensor $\tau(u_0) \in \mathbb{R}^{5 \times 5 \times 5}$ is then the same as $T_0$ except the last slice, i.e., $\tau(u_0)(:, :, 5)$ is an all zero matrix.

Appendix B. Examples of multi-homogeneous-poly. We first give an example for the entrywise productivity property. Let $f(x_1, x_2)$ and $g(x_1, x_3)$ be two multi-homogeneous-poly with output being in $\mathbb{R}^{2 \times 1}$, i.e.,

\begin{equation}
 f(x_1, x_2) = \begin{pmatrix} f_1(x_1, x_2) \\ f_2(x_1, x_2) \end{pmatrix} \quad \text{and} \quad g(x_1, x_3) = \begin{pmatrix} g_1(x_1, x_3) \\ g_2(x_1, x_3) \end{pmatrix}.
\end{equation}

Then the entrywise product of $f$ and $g$, denoted as

\begin{equation}
 h(x_1, x_2, x_3) = \begin{pmatrix} f_1(x_1, x_2)g_1(x_1, x_3) \\ f_2(x_1, x_2)g_2(x_1, x_3) \end{pmatrix},
\end{equation}

is still an entrywise polynomial of entries of $x_1, x_2, x_3$. The homogeneity can be justified as

\begin{equation}
 h(\lambda x_1, x_2, x_3) = \lambda^{s_1^f + s_1^g} h(x_1, x_2, x_3),
\end{equation}

\begin{equation}
 h(x_1, \lambda x_2, x_3) = \lambda^{s_2^f} h(x_1, x_2, x_3), \quad \text{and} \quad h(x_1, x_2, \lambda x_3) = \lambda^{s_3^g} h(x_1, x_2, x_3),
\end{equation}

for all $\lambda > 0$. The last slide for any $u^{[k]}$ are empty.
where \( s_1^f, s_2^f, s_1^g, \) and \( s_2^g \) are the homogeneity degree of \( f \) and \( g \), respectively. Hence \( h \) is also multi-homogeneous-poly.

We then give an example for the tensor contraction (matrix product) productivity property. Let \( f(x_1, x_2) \) and \( g(x_1, x_3) \) be two multi-homogeneous-poly with output being in \( \mathbb{R}^{3 \times 2} \), i.e.,

\[
\begin{align*}
  f(x_1, x_2) &= \begin{pmatrix} f_{11}(x_1, x_2) & f_{12}(x_1, x_2) \\ f_{21}(x_1, x_2) & f_{22}(x_1, x_2) \end{pmatrix} \\
  g(x_1, x_3) &= \begin{pmatrix} g_{11}(x_1, x_3) & g_{12}(x_1, x_3) \\ g_{21}(x_1, x_3) & g_{22}(x_1, x_3) \end{pmatrix}.
\end{align*}
\]

The matrix product of \( f \) and \( g \), denoted as

\[
\begin{align*}
  h(x_1, x_2, x_3) &= \begin{pmatrix} f_{11}g_{11} + f_{12}g_{21} & f_{11}g_{12} + f_{12}g_{22} \\ f_{21}g_{11} + f_{22}g_{21} & f_{21}g_{12} + f_{22}g_{22} \end{pmatrix},
\end{align*}
\]

is still an entrywise polynomial of entries of \( x_1, x_2, x_3 \). The homogeneity can be justified as

\[
\begin{align*}
  h(\lambda x_1, x_2, x_3) &= \lambda^{s_1^f + s_1^g} h(x_1, x_2, x_3), \\
  h(x_1, \lambda x_2, x_3) &= \lambda^{s_2^f} h(x_1, x_2, x_3), \\
  h(x_1, x_2, \lambda x_3) &= \lambda^{s_2^g} h(x_1, x_2, x_3),
\end{align*}
\]

where \( s_1^f, s_2^f, s_1^g, \) and \( s_2^g \) are the homogeneity degree of \( f \) and \( g \), respectively. Hence \( h \) is also multi-homogeneous-poly.

Finally, we give an example for the composition property. Let \( f(x_1, x_2, y) \) and \( g(x_1, x_3) \) be two multi-homogeneous-poly and \( g \) is of the same dimension as \( y \). The composition of \( f \) and \( g \), denoted as

\[
\begin{align*}
  h(x_1, x_2, x_3) &= f(x_1, x_2, g(x_1, x_3)),
\end{align*}
\]

is still an entrywise polynomial of entries of \( x_1, x_2, x_3 \). The homogeneity can be justified as

\[
\begin{align*}
  h(\lambda x_1, x_2, x_3) &= \lambda^{s_1^f + s_1^g} h(x_1, x_2, x_3), \\
  h(x_1, \lambda x_2, x_3) &= \lambda^{s_2^f} h(x_1, x_2, x_3), \\
  h(x_1, x_2, \lambda x_3) &= \lambda^{s_2^g} h(x_1, x_2, x_3),
\end{align*}
\]

where \( s_1^f, s_2^f, s_1^g, \) and \( s_2^g \) are the homogeneity degree of \( f \) and \( g \), respectively. Hence \( h \) is also multi-homogeneous-poly.
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